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Al as a force for good

“The science company [] has “[A] British drug discovery
begun a program designed to company [] has produced the first
make artificial intelligence precision engineered drug
systems better at detecting lung produced with the aid of artificial
cancer warning signs ... by intelligence. The medicine is now
assessing medical images. ” set to commence clinical trials.”

Current Health, Mayo Clinic
launch Al-based COVID-19
detection collaboration
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Al as a force for good

8 Powerful Examples Of
Al For Good

Accessibility

Climate Change, Conservation and the
Environment

World Hunger

Human Rights

& Bernard Marr Contributor @

:Iﬂ}’ Enterprise Tech

Fight Fake News
Education

Healthcare

Resilience
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Al as a force for bad

“Clearview Al, devised a
groundbreaking facial recognition
app ... [its] backbone is a database
of more than three billion images
that Clearview claims to have
scraped from Facebook,
YouTube, Venmo and millions of
other websites...

Ehe New Pork Times L

The Secretive Company
That Might End Privacy
as We Know [t

A little-known start-up helps law enforcement match

... [it] could end your ability to walk
down the street anonymously...

...more than 600 law enforcement
agencies have started using
Clearview in the past year... ”

photos of unknown people to their online images — and
“might lead to a dystopian future or something,” a backer
says.

Holland & Knight




=] ... it gefs worse...
THEVERGE

Clearview Al's source code and app data
exposed in cybersecurity lapse

Company claims only law enforcement agencies have access to its software

By Jon Porter | @JonPorty | Apr 17, 2020, 5:31am EDT

Holland & Knight 5



... and now the lawsuits...

Digital NewsDaily
Lawsuit Seeks Injunction Requiring Clearview Al class-action may further test

Clearview To Destroy Data

CCPA’s private right of action

On February 27, 2020, a California resident and an Illinois resident filed
@

Clearview -

a punitive class-action against Clearview Al in the United States District

Court for the Southern District of California. The complaint alleges that

Clearview Al unlawfully “scraped” biometric data — mostly images of

individuals — from social media and other websites, and applied facial-

recognition software to create databases for sale to law enforcement and

P oLICY B LOG the private sector. In doing so, plaintiffs allege Clearview Al violated the
COMMENTARY policies of the websites from which the images were “scraped,” and also
UNMIMEN I,
violated the California Consumer Privacy Act (CCPA) and the Illinois

Clearview Al Hit With Biometric someticpovcy sct s
Privacy Lawsuit

oy Wendy Davis , Staff Writer @wendyndavis, January 23, 2020

Clearview Al, a start-up that reportedly sells "faceprint” databases to police
departments, has been hit with a potential class-action lawsuit.

Holland & Knight




... and investigations

. OFFICE OF THE VERMONT ATTORNEY GENERAL

/' TJ Donovan, Vermont Attorney General

Attorney General Donovan Sues Clearview Al for

Violations of Consumer Protection Act and Data
Broker Law

® MARCH0, 2020

Contact: Charity R. Clark, Chief of Staff, 802-828-3171

Attorney General Donovan filed a lawsuit today against Clearview Al, a data broker that uses facial recognition technology to
map the faces of Vermonters, including children, and sells access to this data to private businesses, individuals, and law
enforcement. The complaint, filed in Chittenden Superior Court — Civil Division, alleges violations of the Vermont Consumer
Protection Act and the new Data Broker Law. Along with the complaint, the State filed a motion for preliminary injunction,

asking the Court to order Clearview Al to immediately stop collecting or storing Vermonters' photos and facial recognition

data.

Holland & Knight

Ehe New York Eimes

New Jersey Bars Police From Using
Clearview Facial Recognition App

Reporting about the powerful tool with a database of three billion
photos “troubled” the state’s attorney general, who asked for an
inquiry into its use.




Leveraging Al for social engineering

AP Experts: Spy used Al-generated face to connect with targets

By RAPHAEL SATTER  June 13, 2019

Indistinct
background, O
. close crop
Katie Jones
Russia and Eurasia Fellow e
Center for Strategic and International Studies (CSIS) - chromatic
University of Michigan College of Literature, Science... Other .,
Washington - 49 connections e s L_j o g
artifacts : _ [ like effect on

upper earlobe)

“...She was connected to a deputy assistant secretary of
state, a senior aide to a senator and the economist [ |, who

is being considered for a seat on the Federal Reserve...” g Earring is
Halo effect 5 blurry or
melted

or painterly Smudges/striations/drip marks
quality around hair on cheek
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Al under the microscope

* On April 28, the Department of the Treasury
and the Small Business Administration said
they will no longer accept Paycheck
Protection program loan applications

A prepared by robotic process automation
(RPA) systems.
SBA bans RPA for PPP loan - SBA noted that the use of robotic process
applications after bots clog system automation burdens the E-Tran system.

“‘Without RPAs, the loan processing system will be more reliable, accessible, and equitable for
all small businesses”

Holland & Knight 9



| Al under the microscope

05.22.19

Here’s AOC calling out the THE WALL STREET JOURNAL

US.Edition * | September 25,2019 | PrintEdition | Video

vicious Circ]e Of white me“ Home World US. Politics Economy Business Tech Markets Opinion Life&Arts Real Estate  WSJ. Magazin

(10 JOURNAL

blli]dil‘lg biased face Al CIOs See End of ‘Al Gone Wild’ in Congressional Hearings

Regulation is expected eventually, but experts say it should be crafted in a way that avoids hampering innovation
col
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Press Releases

House Intelligence Committee To Hold Open Hearing on Deepfakes and Al
The National Security Challenge of Artificial Intelligence, Manipulated Media, and “Deepfakes”

Please note: The|
not involved in th

Washington, June 7, 2019

Washington, DC - On Thursday, June 13, 2019 at 9:00 am, the House Permanent Select Committee on Intelligence will conve
challenges of artificial intelligence (Al), manipulated media, and “deepfake” technology. This is the first House hearing devoted

ick Pickles and Google's Derek Slater at Wednesday's hearing before the House Homeland Security

types of Al-generated synthetic data. Committee PHOTO: WIN MCNAMEE/GETTY IMAGES
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How Al works
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- Big data analytics relies on two key components:

— Accumulation of big data sets
+

— Availability of cheap computing power

Holland & Knight



How Al works

- How does Al change the approach?

Input Output

— Switch from command-driven analytics...
- Need to know desired output m
* Need to write commands for desired output i
LSS0
— ...to model-driven analytics Input come Output
» Machine determines the output “_,
* Machine develops model to achieve that output =
LS50

Holland & Knight



Advanced Al/ML

Artificial “Neural Networks”

 Interconnected “neurons” perform discrete data-
related tasks, such as recognizing something or creating
associations between information

A simple neural network
input layer  hidden layer  output layer

“Deep Learning”

» Multiple layers of neural networks can perform more complex
tasks and learn from mistakes over time in order to
produce results with increasing accuracy and precision

Holland & Knight




D)

AEX Implementing an Al/ML model

h\b‘dd

1 > “Scrub” the data

2 > Break the data into “training” and “test’ portions (such as a 70/30 split)

3 > Select suitable “algorithms” (e.g., statistical formulas)

4 > Configure the algorithm “hyperparameters” to reduce errors

5 > Train a “decision model’ that accurately predicts results

Holland & Knight



Putting It all together SaaS / Al Engine Derived Data
(Output)

Trained model

/ Data feed \ / Transformed data\

(Training dataset) (Scrubbed data)

- Wevelopment

\_ /

/ Untrained Model \
(Algorithms) /
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Dev Environment
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Technical Bias refers to a gap Bias

between a predicted value
and actual value—such as

where errors tend to skew in
a certain direction

Variance

Variance refers to how

concentrated or scattered the
predicted values are

Holland & Knight

Understanding Al challenges

Legal Bias refers to a decision that
discriminates based on association
with a legally-protected class (race,
religion, gender, age, sexual
preference)

Al using data associated with a
protected-class can easily produce
outcomes that are:

 Mathematically right
« But legally wrong



g22en

HEX Increasing reliance on Al

hvgrﬂ

* Al is changing computing in increasingly material ways

Experiments and games

IBM's Deep Blue famously beat Garry Kasparov at chess, becoming the first computer to defeat a human world champion

Personal Assistants

Hi, Siri... Google uses deep learning for voice and image recognition

|4l

Replacing Human Work Functions

E.g., approve or deny credit applications, detect fraud, identify prospective customers, manage financial risk

Life and Death Decision-Making

Autonomous vehicles; diagnose diseases based on symptoms, lab results and medical imaging

Holland & Knight
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Jolon CUrrent Legal Framework

mmmmw Law governing evolving Al technology is unsettled

* No clear legal standard across all Al

* Over 40 bills that address Al have been introduced in Congress
(more at state level) &

 Legislators and regulators reluctant to act fast: don’'t want to stymie
use or development of Al

» Opted for principals, guidance, statements

* Most experts believe the laws already in place for human activity that Al replaces
can equally apply to developing technologies

Holland & Knight



Jolot Libllity challenge — Man v. Machine

Numerous
Inputs known, autonomous inputs,

controlled for, and control is spread out
can be disclosed

Duty of care built on
known standards

Build on concepts
of agency, control,
and foreseeability

Focused on human
operation and
conduct

Holland & Knight

Evolving duty of
care for humans
related to Al

Unforeseeable
injury or damages

Machine is actor
or “decision
maker”




Jolo Liabllity challenge — who is at faulte

If an algorithm or machine makes a “decision” that causes harm, who is
liable? The law looks to persons behind the scene.

Al Designer / Al Manufacturer / Al Purchaser /
Developer Seller User
( : | ( , ] " User control the
Al designed to be Al designed according ,
completely in control? to specifications? product, :ls?&sted by
'Harm caused by defect | " Clear instructions :
attributable to design of provided related to Pmdu%t%i'ggd%sed as
product? ) \ product operation? '
Is product Harm caused based on
unreasonably Harm foreseeable? USer error?
dangerous? '

\ J/ \ J/ \ J/

Holland & Knight



Key Facts:

Social media platform utilizes Al that allows advertisers to
micro-target the network’s users based on interests, city,
age, and other demographic information.

Advertisers may also exclude people who were classified
as "non-American-born," "non-Christian" or "interested in
Hispanic culture,” as well as those “based on ZIP code.”

Targeted e
istoric
consumer \Rea:ions
gfgxﬁfs Demographics

Holland & Knight

ololof COsE Study: matched by design

Scenario 1: Advertiser selling
children’s books ads were only
shown to people who Al identified
as being parents under the age
of 40, searching child related
retail sites, and interested in
books.

Scenario 2: Advertiser selling
rental property in exclusive area
ads were only shown to people
who Al identified as looking for
new homes, interested in
business, and living in certain zip
codes. Ads not shown to people
in other zip codes.




Jlolor Case Study: risk of legal bias

- “Digital Redlining” — disparate impact based on decision making that is
biased (creates or perpetuates inequality)

— E.g., HUD Charges Social Media and Technology Company, Facebook, With Housing
Discrimination Over Company’s Targeted Advertising Practices (March 28, 2019).

f_lgonthm Approved

Data [name; age; gender; zip code,
education; financial history] | Denied

Holland & Knight
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Key Facts:

» Designer developed app that uses facial recognition
technology to map the faces of people.

* Licenses access to this information to law enforcement,
Individuals, and private businesses.

* End user uploads photo, and Al scans millions of photos
screen scrapped from various social media platforms.

Jot Case Study: Face Facts

Scenario 1: Police use Al
technology to identify the man
on a surveillance camera they
suspect of wrongdoing, it
identifies the man, police arrest
him, turns out the Al was
wrong.

Scenario 2: Employer uses
technology as an added
screening measure in hiring
process, it returns several
comprising photos that causes
the employer not to hire the
person.

Holland & Knight

photo courtesy of http://www.nydailynews.com/opinion/ny-edit-
face-facts-20190520-svpau43vyrgvpkembegbtnimgg-story.html




Developing Al standards
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@ Developments in the US

NIST - Exploring Al NIST - Four Principles
St;\lrllggrasl(‘ajulfo;éq 9) Trustworthiness (Aug. of Explainable Al
g 2019) (Draft, Aug 2020)

Draft NISTIR 8312

A PLAN FOR FEDERAL ENGAGEMENT IN AT STANDARDS -DRAFT FOR PUBLIC REVIEW 2-JUL-2019

U.S. LEADERSHIP IN AI: Q
A PLAN FOR FEDERAL ENGAGEMENT IN S k h S |
DEVELOPING TECHNICAL STANDARDS N | T Al WO r S O p e rl e S

AND RELATED TOOLS

. Four Principles of Explainable Artificial
Intelligence

DRAFT FOR PUBLIC COMMENT

Al Kickoff Webinar

P. Jonathon Phillips
Carina A. Hahn

A u g u St 6 ' 2 O 2 0 B Peter C. Fontana
PREPARED IN RESPONSE TO EXECUTIVE ORDER 13859 1 30 P M - 4, OO PM ! David A. Broniatowski
D ON AUGUST XX. 2019 “

SUBMITTE Mark A. Przybocki

This draft publication is available free of charge from:
https://doi.org/10.6028/NIST.IR.8312-draft

NIST

National Institute of
Standards and Tech

Holland & Knight
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Development of Industry Standards

Human
agency and
oversight

Technical
robustness
and safety

» continuously 4
evaluated and
addressed
throughout
the Al ,
‘ Systems life ' Prlvgac%/aand
‘ . cycle I ’ governance

Diversity, non-
discrimination Transparency
and fairness

Accountability

Societal and
environmental
wellbeing

E.C. Al Ethics Guidelines

Figure 2

Interrelationship of the seven
requirements: all are of equal
iImportance, support each other,
and should be implemented and
evaluated throughout the Al
system’s lifecycle

Holland & Knight
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Developments in the US

FTC: Bi

FTC Using Al and

Jan. 2016 Algorithms

Apr. 2020)
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A TooI for
Inclusion or Exclusion? Ao Smith, Diecto, FC Burcs of Consumer rcection

@140 Using Arifiial Intsligence and Algorts | Faderal Trade Commission

T
£¢ 513 4\ FEDERAL TRADE COMMISSION
N

Using Artificial Intelligence and Algorithms
Share This Page

Apr 8, 2020

TAGS: Bureau of Consumer Protection | Consumer Protection | Privacy and Security | Consumer Privacy, |

FEDERAL TRADE COMMISSION

JANUARY 2016

Credit Reporting | Data Securty | Tech

Headlines tout rapid improvements in artficial meﬂlgenue technology. The use of Al technalogy — machines and

UNDERSTANDING THE ISSUES oo

productvy. But t aso presents ks, such as the pmemml for unfair or discriminatory outcomes of the perpetuation of
existing ties. Health Al offers a le of this tension published in
‘Seience revealed that an algorithm used with good intentions — to target medical interventions to the sickest patients —
ended up funneling resources o a healthier, white population, to the detriment of sicker, black patients.

The good that, while the i Aland technology is new, K
s not, and we at the FTC have long experience dealing with the challenges presented by the use of data and algorthms.

FTC R E Po R T to make decisions ahum consumers. Over the years, the FTC has brought many cases alleging violations of the laws we

. and have investigated numerous companies in this space. For

n 1974, both aderess king, and o have thess laws ©o
machine-based credit undewriting models for decades. We also have used our FTC Act authority to prohibit unfair and
deceptive practices to address consumer injury arising from the use of Al and automated decision-making

12016, the FTC issued a report titled Big Data’ A Tool for Inclusion o Exelusion?, which advised companies using big
to reduce for bias. Most recently, we held a hearing in November

The FTC's law enforcement actions, studies, and guidance emphasize that the use of Al tools should be transparent,
explainable, fair, and empirically sound, while fostering accountabity. We believe that our experience, as well as existing
Taws, can offer important lessons about hew companies can manage the consumer protection risks of Al and algorithms.

Be transparent.

Don't deceive consumers about how you use automated tools. Cftentimes, Al operates in the background,
somewhat removed from the consumer experience. But, when using Al tools to interact with customers (think chatbots),
be careful not to mislead consumers about the nature of the interaction. The Ashley Madison complaint alleged that the

Holland & Knight

White House Al
Principles (Jan.
2020

MEMORANDUM FOR THE HEADS OF EXECUTIVE DEPARTMENTS AND AGENCIES

FROM: Russell T. Vought

Acting Director
SUBJECT: Guidance for Regulation of Artificial Intelligence Applications
Introduction

Executive Order 13859, “Maintaining American Leadership in Artificial Intelligence,”!
requires the Director of the Office of Management and Budget (OMB). in coordination with the
Director of the Office of Science and Technology Policy, the Director of the Domestic Policy
Council, and the Director of the National Economic Council, to issue a memorandum that
provides guidance to all Federal agencies to inform the development of regulatory and non-
regulatory app: regarding technologies and industrial sectors that are empowered or
enabled by artificial intelligence (AI) and consider ways to reduce barriers to the development
and adoption of Al technologies. Consistent with Executive Order 13859, OMB guidance on
these matters seeks fo support the U.S. approach to free markets, federalism. and good regulatory
practices (GRPs), which has led to a robust innovation ecosystem. When considering regulations
or policies related to Al applications. agencies should continue to promote advancements in
technology and innovation, while protecting American technology, economic and national
security, privacy, civil liberties. and other American values, including the principles of freedom,
human rights, the rule of law, and respect for intellectual property.

Scope

This draft Memorandum sets out policy considerations that should guide, to the extent
permitted by law, regulatory and non-regulatory oversight of Al applications developed and
deploved outside of the Federal government. Although Federal agencies currently use Al in
many ways to perform their missions, government use of Al is outside the scope of this

! Exec. Order Mo, 13 859, M:mhmmgAmenc:nLaadershlpm Artificial Lutelhgmce 84 Fed Reg 3967 (Feb 11,

oy ive-order- maintainine- smerican-
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Developments in the US

DOD Al Strategy
(2018

FINRA - Al in the
Securities Industry
(June. 2020

Pdyps QF

SUMMARY OF THE 2018
DEPARTMENT OF DEFENSE
ARTIFICIAL INTELLIGENCE

STRATEGY

Harnessing Al to Advance
Our Security and Prosperity

Artificial Intelligence (AI)
in the Securities Industry’

JUNE 2020 AREPORT FROM THE FINANCIAL INDUSTRY REGULATORY AUTHORITY

Contents Introduction

Introduction 1 Artificial Intelligence (Al) technology is transforming the financial services industry

SECTION 1 Overview across the globe. Financial institutions are allocating significant resources to

o et ey 2 exploring developing, and deploying Al-based applications to offer innovative new

products, increase revenues, cut costs, and improve customer service.? First developed
Key Components of in the early 1340s, Al technology has gained significant momentum over the past

Alfappiications 4 decade and become more mainstream due in part to the availability of inexpensive

5 cloud storage, and ‘apen-source
algorithms. In a recent survey-based report, executives at financial institutions noted
that Al is expected to turn inta an essential business e across the Finanial
Services industry in the short run, with 77% of all respondents anticipating Al to
Communications with Customers 5 possess high or very high overall importance to their businesses within two years.”

SECTION II: A Applications in the
Securities Industry

Investment Processes 7 Broker-dealers are exploring and deploying Al-based applications across different
B functions of their organizations, including customer facing, investment, and
operational activities. In July 2018, FINRA solcited comments from the industry on
the potential challenges associated with using and supervising Al applications at
broker-dealer firms.* In response, commenters recommended that FINRA undertake.

Operational Functions i

SECTION 11 Key Challenges and

Regutatory Considerations 1 a broad review of the use of Alin the securities industry to better understand the
varied applications of the technology, their associated challenges, and the measures
Model Risk Management n taken by broker-dealers to address those challenges. Based on this feedback, FINRA,
I — through its Office of Financial Innovation (OFI) Engaged in an active dialogue with
DataGovernance 13 the past year and held over two dozen market
Customer Privacy = par .mmu inlcing roker deser frma academics, technology vendors, and
o learn more about the se of Al in the securities industry.
Supenvisory Contral Systeme 16
Additional Considerations 18 i e =
Pt
Request for Comments = sy recarsness ot uthe whie

paper
3dogt a the papr

Implcations of mplementng A sased JpAlcaTcns.
2 e,

Tt d 2019 poe-
reporng

"aens, 50

© ene industry.uly 30 201

Report on Artifical Intelligence (A1) In the Securities Industry | June 2020

FDA: Al in Medical
Devices
Apr. 2019)

U.S. FOOD & DRUG

ADMINISTRATION

Proposed Regulatory Framework for Modifications
to Artificial Intelligence/Machine Learning (Al/ML)-
Based Software as a Medical Device (SaMD]

Discussion Paper and Request for Feedback

ARTIFICIAL
INTELLIGENCE

and & Knight




E.C. Al Ethics
Guidelines (Apr. 2019)

_é_ °
@ Developments in the EU

INDEPENDENT
HiGH-LEVEL EXPERT GROUP ON
ARTIFICIAL INTELLIGENCE

* X %
* ok
* *

* 5K

ETHICS GUIDELINES
FOR TRUSTWORTHY Al

Holland & Knight

E.C. Whitepaper on Al
(Feb. 2020)

Assessment List for
Trustworthy Al (Jul.
2020)

INDEPENDENT
HIGH-LEVEL EXPERT GROUP ON

ARTIFICIAL INTELLIGENCE
SET UP BY THE EUROPEAN COMMISSION

% X5k
*x _ ok
* 7 %
* %

* &k

THE ASSESSMENT LIST FOR
TRUSTWORTHY ARTIFICIAL
INTELLIGENCE (ALTAI)
for self assessment




Developments in the UK

Human bias and Explaining decision :
Iscrimination in Al made with A ancz J%?t%gzr%t)ectlon
(Jun. 2019) (Dec. 2019 '

Executive Summary

About the 1CO / News and events /
Applications of artificial intelligence (AI) increasingly permeate many aspects of our lives. We

understand the distinct benefits that AT can bring, but also the risks it can pose to the rights and

Human bias and discrimination in Al systems e

This is why we have developed a framework for auditing AL, focusing on best practices for data
protection compliance - whether you design your own Al system, or implement one from a third party.

L ] L]
I ! Xp al nl ng It provides a clear methodology to audit A applications and ensure they process personal data fairly. It
comprises:

Share

* auditing tools and procedures that we will use in audits and investigations;

® this detailed guidance on Al and data protection; and

(] [
* a toolkit designed to provide further practical support to organisations auditing the compliance of
e( :1 S].O [ ] S their own A1 systems (fotheoming).
This guidance is aimed at two audiences:
Y ® those with a compliance focus, such as data protection officers (DPOs), general counsel, risk
managers, senior management, and the ICO's own auditors; and
I I l a e W * technology specialists, including machine learning experts, data scientists, software developers and
engineers, and cybersecurity and IT risk managers.
The guidance clarifies how you can assess the risks to rights and freedoms that AT can pose from a data
protection perspective; and the appropriate measures you can implement to mitigate them.

Draft guidance for consultation
While data protection and 'Al ethics” overlap, this guidance does not provide generic ethical or design
principles for your use of AL It corresponds to data protection principles, and is structured as follows:

« part one addresses accountability and governance in Al, including data protection impact
assessments (DPIAs);

* part two covers fair, lawful and transparent processing, including lawful bases, assessing and
improving Al system performance, and mitigating potential discrimination;

P a [‘ I I Ld ® part three addresses data minimisation and sacurity; and
. « part four covers compliance with individual rights, including rights related to automated decision-

making.

The basics of explaining Al

The accountability principle makes you respensible for complying with data protection and for
demonstrating that compliance in any AT system. In an Al context, accountability requires you to:

As part of our AT auditing framework blog series, Reuben Binns, our
Research Fellow in Artificial Intelligence (AI), and Valeria Gallo,
Technology Policy adviser, look at how AI can play a part in
maintaining or amplifying human biases and discrimination.

® be responsible for the compliance of your system;

* assess and mitigate its risks; and
« document and demonstrate how your system is compliant and justify the choices you have made.

25 June 2019 You should consider these issues 33 part of your DPIA for any system you intend to use. You should

note that, in the majority of cases, you are legally required to complete a DPIA if you use AI systems
This post is part of our ongoing Call for Input on developing the ICO framework for auditing that process personal data. DPIAs offer you an opportunity to consider how and why you are using AT
AL We encourage you to share your views by emailing us at systems to process personal data and what the potential risks could be.
AlAuditingFramework@ico.org.uk.

Holland & Knight
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@ Conceptual approach

Regulatlon
Standards
 Legal norms
Policies I Dl care
* Negligence
Principals .+ Technical norms -+ Product liability

« Due diligence
« Testing
» Risk management

« Work in progress
e Do’s and Don’ts
« Explainable Al

We are here
(probably)

Holland & Knight



Parting thoughts

Learn W It's about risk management

from  m people, Process, Technology

cyber! . . .
B Expectations will grow over time

B Guidance - Standards =2 Laws

Holland & Knight



Mark Francis

oA

New York
212.513.3572

mark.francis@hklaw.com

Mark Francis is a tech & data partner at the law firm Holland & Knight LLP in New
York, with a focus on cybersecurity, data privacy, intellectual property and emerging
technology. Mark’s practice spans counseling, legal compliance, regulatory
investigations, litigation, and a wide array of transactions.

Mark’s cybersecurity and privacy practice includes information governance, third
party risk management, federal, state and foreign privacy laws, adtech, artificial
intelligence, and data assets. He frequently counsels clients in response to data
breaches and other incidents, guiding them through internal investigations,
regulatory inquiries, and legal disputes.

Mark has a background in computer science and telecommunications, and received
his JO/MBA from Fordham University. He is a Certified Information Systems Security
Professional (CISSP) and Certified Ethical Hacker (CEH), as well as an IAPP
CIPP/US, CIPT, and Fellow of Information Privacy. Mark is currently serving on the
board of the New York Metro InfraGard association.

https://www.linkedin.com/in/markhfrancis/

Holland & Knight
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Mark Francis | Partner, New York | 212.513.3572 | mark.francis@hklaw.com
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